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Abstract
We revisit the merits of the retrospective pretest–posttest (RPP) design for repeated-measures research. The underutilized RPP method
asks respondents to rate survey items twice during the same posttest measurement occasion from two specific frames of reference: “now”
and “then.” Individuals first report their current attitudes or beliefs following a given intervention, and next they are prompted to think
back to a specific time prior to the given intervention and rate the item again retrospectively. The design addresses many of the validity
concerns that plague the traditional pretest–posttest design. Particularly when measuring noncognitive constructs, the RPP design allows
participants to gauge the degree of change that they experience with greater awareness and precision than a traditional approach. We
review the undesirable features of traditional designs and highlight the benefits of the retrospective approach. We offer examples from two
recent, original studies and conclude with the recommendation that the RPP design be employed more broadly. We also conclude with a
discussion of important directions for future examination of this design.

Keywords
Methodology, pretest–posttest design, retrospective assessment

We highlight the merits of the retrospective pretest–posttest (RPP)

design for repeated-measures research and program evaluation as

an alternative to traditional pretest–posttest (TPP) designs. Given

the importance of validly in assessing change over time and the fact

that the TPP design often fails to identify treatment effects when

other methods suggest there was an effect, we revisit the RPP

design as a valuable alternative to a TPP design. This alternative

design, which is currently underutilized, involves asking partici-

pants at the time of the posttest to retrospectively respond to ques-

tionnaire items thinking back to a specified pretest period. In effect,

participants rate each item twice within a single sitting (“then” and

“now”) to measure self-perceptions of change, typically after a

given intervention.

The design addresses many of the validity concerns that plague

the TPP design. Particularly when measuring noncognitive con-

structs, empirical evidence shows that the RPP design allows parti-

cipants to gauge the degree of change that they experience with

greater awareness and precision than a TPP approach. To substanti-

ate this, we provide background and address the criticisms, which

are mostly unsubstantiated, that have been raised about the RPP

design. We then turn to two recent, original data sets that exemplify

the proper use of this design. In these examples, we address poten-

tial methodological concerns and provide an empirical basis for the

validity of the RPP design as an alternative design for evaluation

and longitudinal research. We conclude with suggestions for future

research to further establish the RPP method as a new standard for

repeated-measures research.

TPP Measurement and its Limitations

The traditional gold standard to evaluate a program or an interven-

tion effect is to use a pretest–posttest measurement design with

random assignment to groups. In the typical application of this

design, respondents are asked to complete two identical self-

report measures at two different points in time—pre-intervention

and post-intervention. To determine the effectiveness of the pro-

gram or intervention, the significance of the difference between the

posttest and the pretest score is calculated. If the posttest score is

significantly changed from the pretest score (and different from the

control condition), the difference in the scores indicates the pro-

gram/intervention impacted the participants. Quite often, even with

quality interventions, this method of measurement fails to reveal a

significant finding. Although a pretest has many useful features

such as screening participants prior to program implementation, a

number of inadequacies to this self-report design as a tool to assess

change due to program implementation have been outlined: lack of
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self-awareness at pretest, socially desirable responding (possibly

due to lack of anonymity), retest effects, and test-reactivity (Bray,

Maxwell, & Howard, 1984; Moore & Tananis, 2009).

More specifically, when using the TPP design, researchers

assume that respondents have a consistent internal frame of refer-

ence for the target constructs (e.g., belief, skills, and attitudes) over

time (Cronbach & Furby, 1970; Howard, Ralph, et al., 1979). One

criticism of this approach, however, is that the frame of reference of

the respondent is unclear (Nieuwkerk & Sprangers, 2009). The

comparison referent at the pretest could be to a prior self in time,

the present self, a comparison of self to others, or a mixture of

ambiguous referents across the sample of participants. When others

are used as the comparison standard, the others that one chooses are

unclear and typically unspecified. Respondents might choose the

specific group of others that is comparable to the self as the com-

parison referent (e.g., a White female). Such judgments can have

stereotypic standards depending on the race/ethnic/gender/age/cul-

tural group that is used for comparison. Any change in standards

associated with a given group is referred to as a shifting standard

(Biernat & Manis, 1994). A shifting standard refers to the idea that

an individual’s standard of judgment might vary from one standard

for one group at the pretest to a different standard for another group

at posttest. For example, female respondents may use other females

as the standard of self-judgment at pretest and then use just herself

as the standard at posttest.

Similarly, respondents might lack awareness about the con-

structs that the intervention program is intended to impact (Howard

& Dailey, 1979; Howard, Schmeck, & Bray, 1979). Due to the lack

of understanding or awareness, participants cannot accurately eval-

uate their perceptions of the constructs before the program is imple-

mented. After completing the intervention program, participants

may increase awareness and understanding about the constructs,

which enable them to assess themselves more accurately. At the

point of the posttest, however, participants are not able to correct

their responses on the pretest. This lack of correction can lead to

invalid pretest results (e.g., over- or under-estimated results). With

increasing awareness due to the intervention program, respondents

may be better able to accurately assess the constructs at the posttest

than the pretest. Given the potentially inaccurate self-assessments

at the pretest, the changes in perceptions are not correctly reflected

in participants’ responses. This bias can result in an invalid assess-

ment of any “true changes” from the intervention effects (Bray

et al., 1984; Howard, 1980; Howard, Ralph, et al., 1979).

Drawbacks to assessing change such as these are related to what

has been termed the response shift bias that occurs between the

pretest assessment and the posttest assessment (Howard, Dailey,

& Gulanick, 1979; Howard, Ralph, et al., 1979). Response shift

bias occurs when the comparison standard is different at pretest

from at posttest, and a respondent’s response is no longer a valid

index of true change on the construct (Howard, Dailey, et al., 1979;

Oort, 2005). Three types of response shift bias have been described:

(a) recalibration (i.e., a change in a respondent’s internal standards

of measurement), (b) reprioritization (i.e., a change in a respon-

dent’s values), and (c) reconceptualization (i.e., redefinition of the

target construct; Schwartz & Sprangers, 2000; Sprangers &

Schwartz, 2000; Sprangers et al., 1999). Howard, Ralph, et al.

(1979) stated the response shift bias is a highly probable threat to

internal invalidity in experimental designs for understanding treat-

ment effects. When response shift bias occurs, true changes are not

adequately captured in the TPP experimental design (Howard,

1980). Assessment of true change is thereby hampered by the

occurrence of response shift bias (Howard, Ralph, et al., 1979; Oort,

2005; Sprangers & Schwartz, 2000; Sprangers et al., 1999;

Schwartz & Sprangers, 2000). A response shift, therefore, under-

mines any findings made from comparing pretest and posttest data

as an index of true change (Bray et al., 1984; Howard, Ralph, et al.,

1979).

The RPP Design

To overcome the significant limitations of a TPP design to capture

change, Howard, Ralph, et al. (1979) recommended the RPP

method. As mentioned above, the RPP design is a way to simulta-

neously collect retrospective pretest and (current) posttest data. If a

pretest was given, the questionnaire is readministered at the posttest

measurement occasion or if no pretest is given, the RPP question-

naire is administered only at the posttest period. At this posttreat-

ment measurement occasion, respondents are requested to report

their current attitudes or beliefs and, at the same time, retrospec-

tively think back to a specific time prior to the program onset. As

such, respondents are forced to focus on themselves at a specified

point in time, providing a consistent frame of reference both within

and across respondents (Drennan & Hyde, 2008; Howard, 1980;

Sprangers, 1989a, 1989b).

In addition, exposure to the intervention program could activate

awareness in the self because respondents are capable of gauging

prior levels of skills, beliefs, and attitudes compared to current

levels. Moreover, reactivity and retest effects may be reduced;

while respondents make two distinct judgments for each item, these

judgments are made within a single session time frame. These

features of the RPP design are ideally suited to detect real change

results from a successful intervention. Importantly, when real

change does not occur, the design is also able to show lack of

change as well as varying levels of change given moderating influ-

ences (e.g., dosage and fidelity; see Empirical Examples 1 and 2).

Evidence Supporting the RPP Design

A significant and growing body of empirical evidence supports the

advantages of using the RPP design over the TPP design. Drennan

and Hyde (2008), for example, administered a 21-item self-report

tool to all students (n ¼ 120) as part of a TPP design, and, in

addition, 80% of the participants (n ¼ 96) responded to a retro-

spective pretest at the time of the posttest assessment. The timing of

the pretest and the posttest administrations were at the beginning of

the course (Time 1) and 6 months after completing the course (Time

2). Although the results indicated that self-reported change was

significant for both methodological designs, there was also evi-

dence of a response shift bias. As mentioned, a response shift bias

occurs when an individual’s internal frame of reference about the

construct being measured changes between the pretest and

the posttest. In the study, students overestimated their ability at the

beginning of the course when measured as a traditional pretest.

Their retrospective reports, on the other hand, did not include the

same magnitude of overestimation as did the reports made using a

TPP design. Therefore, when using the TPP method, response shift

bias was evident in that the educational program had significantly

greater impact on outcomes when rated retrospectively than tradi-

tionally. Drennan and Hyde concluded that the RPP design is a

valuable tool to evaluate the impact of an educational program

outcome.
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Other studies that have focused on the RPP design indicate that

the approach can provide more sensitive estimates of true program

or treatment effects than traditional approaches (e.g., Breetvelt &

Van Dam, 1991; Cohen, 2016; Howard, Dailey, et al., 1979; Nako-

nezny & Rodgers, 2005; Pratt, McGuigan, & Katzev, 2000; Spran-

gers et al., 1999). Many studies from various research areas use the

RPP design, especially in educational, social, and health science

program outcomes. Such studies include a continuing education

program for adults involved in economic development (Davis,

2002), communication skills training for medical assistants (Spran-

gers & Hoogstraten, 1989), leadership skill development courses

(Rohs, 2002), and online analytic skills training for professionals in

public health (Farel, Umble, & Polhamus, 2001).

A number of federally funded studies have utilized the RPP

design. In a study funded by the National Institute on Drug Abuse

(NIDA), Moberg and Finch (2007) examined program outcomes of

high school students (n ¼ 321) recovering from a substance use

disorder across 18 high schools in seven states (California, Color-

ado, Minnesota, Pennsylvania, Tennessee, Texas, and Wisconsin).

Moberg and Finch argued that the RPP design was the only alter-

native to the TPP design to use, given the nature of the outcomes

(e.g., self-reported substance use). Using the RPP design, they

found a significant reduction in substance use as well as in mental

health symptoms. As a demonstration of differential sensitivity,

students also showed greater positive attitudes about the therapeutic

value of the schools but were less enthusiastic about the educational

programs.

Pratt, McGuigan, and Katzev (2000) were funded by Oregon

Healthy Start Evaluation to evaluate longitudinal data from mothers

(n ¼ 307) with first-born infants who participated in a home visita-

tion, child-abuse prevention program. In this study, both a TPP

design and an RPP design were both implemented. The data were

collected when the infant was 1–7 days old (pretest) and 6 months

old (posttest). A 7-item self-report measure was used to assess

maternal knowledge of child development, confidence in parenting,

and so on. Results indicated that all 7 items on the measure showed

significant improvements with the RPP design; however, only 4

items showed improvement with the TPP design (respondents

showed an underestimation of the program effect). Pratt et al.

(2000) also found the presence of a response shift bias in the means

of pretest items compared to the retrospective pretest. Further

examination revealed that response shift bias occurred for the 3

items that failed to show significant change using the TPP design.

The differential item functioning under the TPP supports the con-

clusion of Pratt et al. that the RPP methodology provided a legit-

imate and valid assessment of program outcomes compared to the

TPP design.

As discussed above, the RPP design is a promising methodology

to mitigate the response shift bias that seems ubiquitous in a TPP

approach; however, criticisms of the RPP design also exist. These

criticisms include memory-related problems (e.g., memory distor-

tion, selective perception, and poor memory; Howard, Schmeck,

et al., 1979; Lam & Bengo, 2003; Pratt et al., 2000), social desir-

ability (Howard, Schmeck, et al., 1979), and impression manage-

ment and response bias (Lam & Bengo, 2003; Taylor, Russ-Eft, &

Taylor, 2009). Some researchers also doubt the appropriateness of

using this design for self-reports of children and adolescents due to

concerns that cognitive development in young people may limit

their ability to retrospectively rate thoughts and feelings (Brossart,

Clay, & Willson, 2002). Others also pointed out that regression to

the mean and maturation effects can influence change over time in

the RPP design (Pratt et al., 2000). Although these researchers

provide theoretical criticism, they have not provided direct empiri-

cal support for any of these positions.

Method and Results

In consideration of the previously made critiques about the RPP

design (e.g., Kubota et al., 2008; Rhodes & Jason, 1987; Verrips

et al., 1998), in this study, our goal is to provide evidence to answer

three issues:

1. Is the RPP assessment a stable and reliable technique for

program evaluations?

2. With no implementation of pretest data collection, is the

retrospective pretest assessment alone able to provide suffi-

cient information to measure changes over time?

3. Are children able to think back and retrospectively provide

self-judgments to surveyed questions?

To understand the usefulness of the RPP design, we provide a

demonstration of a set of analyses using two empirical longitudinal

studies. Both of them are complete data sets in that all the missing

values (both planned and unplanned) have been imputed using the

multiple imputation technique with the auxiliary principal component

scores (see e.g., Enders, 2010; Howard, Rhemtulla, & Little, 2015).

Empirical Example 1

The first data set is from a program evaluation of the changes in

students’ learning mind-sets and math strategies during their par-

ticipation in one of the two training programs: (1) School-Year

Academic Youth Development and (2) Intensified Algebra (see

www.utdanacenter.org). Students in both programs provided self-

report responses to a series of survey items regarding their learning

mind-set (incremental/entity) and math study-strategy usage.

Description of data. Our analysis included 4,713 student responses

collected across three time points (see Figure 1): Time 1 (baseline),

Time 2 (6 months), and Time 3 (12 months). At all three time

points, students ranged from 7th to 10th grade. Within this sample,

55% were male.

Measurement. Table 1 lists the items used for measuring students’

self-regulated learning strategies of math. This scale includes 9

items which assess students’ awareness of goal setting and regula-

tory strategies as well as perceived self-monitoring engagement and

ability.

Table 1. Items for scale of self-regulated learning in Example 1.

Self-regulated learning

1. I make sure I know what to do.

2. I make a plan.

3. I gather what I need.

4. I check my work as I go.

5. I ask questions.

6. I follow my plan.

7. I learn from difficult situations.

8. I learn from failure.

9. I learn from my success.

Little et al. 3
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Response difference. We conducted latent variable tests of the

means using w2 difference tests to assess statistical significance and

then calculated Cohen’s d and U3 as well as the percent of positive

change scores as indices of effect size between the pretest scores

and the two retrospective pretest scores (i.e., at 6 months and 12

months). The results of the w2 tests and Cohen’s effect size for the

comparisons between PreT1 and RetroT2, PreT1 and RetroT3, and

RetroT2 and RetroT3 are presented in Table 2.

The means of PreT1 were considerably higher than the RetroT2

and Retro T3, indicating that students estimated their self-regulated

learning strategies at a quite high level at the beginning of the

program. In addition, Cohen’s d values showed the magnitude of

the difference was noticeably large for the two comparisons of

pretest to retro pretest. Here, both values Cohen’s U3 were over

77%, which indicates that 77% of the students’ scores on the retro

pretest are above the mean of the students’ scores at the pretest.

The difference between RetroT2 and RetroT3 was trivial and

nonsignificant at the .001 level. And the value of Cohen’s U3 was

around 50%, meaning that the two sets of retrospective responses

were essentially the same at Time 2 and Time 3 (i.e., their self-

reflection ability was similar at the 6- and 12-month retrospective

reports).

Analytical model. The longitudinal data were fitted consistent with

the model presented below (Figure 2) to assess whether pretest

self-judgments or retrospective self-judgments were more predic-

tive of posttest self-judgments. The latent constructs were built

from parceled indicators representing students’ pretest, retrospec-

tive pretest, and posttest self-judgments of various facets of self-

regulated learning in math. We used the effects coding scaling

method to scale the means and variances in the metric of the orig-

inal 100-point scale (see Little, Slegers, & Card, 2006, for details of

this scale-setting technique).

Measurement invariance models (i.e., configural, weak, and

strong models) were established across pretest, retrospective pret-

est, and posttest. Measurement invariance ensures that the psycho-

metric properties of the instruments are comparable across the three

assessment intervals. Following the measurement invariance test-

ing, phantom constructs were added into the model to separate and

standardize the variance in the measures and to evaluate the struc-

tural relationships among the constructs as assessed at pretest, retro-

spective pretest, and posttest. As specified in Figure 2, Response

Adjustment, the phantom construct, was conceptualized as a simple

(constrained) difference score. The Response Adjustment latent

variable, which was modeled as a residual variable after the Retro-

spective Pretest construct is regressed on the Pretest construct,

represents the mean difference between Pretest and Retrospective

Pretest scores.

Example 1 results. Two follow-up assessments at 6 months and

12 months allowed us to examine the predictive utility of the

construct in Figure 2 labeled “Response Adjustment” in two

separate models. The Response Adjustment construct in the

model is all the reliable variance in the retrospective pretest that

is independent of the initial pretest scores collected at baseline.

All models passed the measurement invariance testing (com-

parative fit indexes (CFIs) and Tucker-Lewis indexes (TLIs)

were all over 0.97 and DCFIs were less than 0.01 and root mean

squared error of approximations (RMSEAs) less than 0.08, see

Appendix A for detailed measurement invariance testing results

and interpretations). Measurement invariance indicates that the

changes in the students’ responses across time are meaningful in

the constructs and not a measurement artifact.

Each hypothesized regression path in Figure 2 was significant at

p < 0.001 for both 6-month and 12-month models (see Figure 3).

Specifically, the Response Adjustment latent variable showed quite

strong predictive effects to the Posttest latent variable. The path

coefficients for Response Adjustment were significantly (p < 0.001)

higher than path coefficients from the Pretest latent variable when

predicting the Posttest scores. Response Adjustment explained

more variance in the Posttest scores than Pretest (28.8% vs. 8.4%
in 6-month model, and 18.2% vs. 7.1% in 12-month model). In

other words, the posttest responses were better predicted by

Response Adjustment (i.e., the variance in the Retrospective reports

that is independent from Pretest scores) than by the “true” Pretest

responses themselves. Our model results also demonstrate that a

response bias exists in the pretest data that were collected at the

beginning of the program.

Example 1: Interpretation and discussion. The aim of Example 1

was to evaluate change in learning mind-sets and math strategies

after participating in one of two intervention programs. The retro-

spective findings at both 6- and 12 months support a conclusion

that the interventions increased these outcomes quite substan-

tially. The patterns of findings in this example generally replicate

those found in previous research comparing these design meth-

odologies. The means of PreT1 were considerably higher than

means for the RetroT2 and RetroT3 reports, indicating that stu-

dents estimated their self-regulated learning strategies at a quite

high level at the beginning of the program. This finding suggests

that, as students gained experience and training through the inter-

vention program, they became aware of improvements in their

knowledge and implementation of learning strategies and there-

fore adjusted their judgments about their pretest levels of knowl-

edge and skill to be lower using the retrospective pretest

instrument. In this case, these adjusted reports provide more sen-

sitive assessments of student belief and ability prior to initiating

the intervention program.

Further comparisons of the mean levels at each time point

showed that student reports were (1) significantly higher on pretest

at Time 1 than both retrospective pretests at 6- and 12 months; but

(2) the means remained constant at 6- and 12 months. In other

words, retrospective responses were at the same mean level over

the 6-month period from the middle to the end of the intervention

Table 2. Comparison results of latent mean differences and Cohen’s effect

size measures over time for self-regulated learning.

Mean

w2 SDpooled d U3 (%)PreT1 RetroT2 Difference

67.55 57.69 9.86 1,134.35** 13.00 .76 77.59

PreT1 RetroT3 Difference w2 SDpooled d U3 (%)

67.55 57.40 10.15 1,166.74** 12.69 .80 78.80

RetroT2 RetroT3 Difference w2 SDpooled d U3 (%)

57. 69 57.40 0.28 9.33* 13.414 .02 50.84

Note. N ¼ 4,713.
**p < .001. *p <.01.
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program. These three sets of comparisons strongly suggest that

respondents in this study were able to retrospect and provide reca-

librated judgments of themselves prior to their participation in the

training program at both 6- and 12-month intervals. The consistent

pattern at 6- and 12 months can be viewed as a validity replication

of the retrospection.

Follow-up assessments at 6 months and 12 months examined

the predictive utility of the Response Adjustment construct.

These model results showed evidence of a response bias in the

pretest data that were collected at the beginning of the interven-

tion program. Furthermore, in both the 6- and 12-month follow-

up models, we found that regression estimates were significantly

higher for Response Adjustment than the estimates from the

Pretest scores, suggesting that Response Adjustment in the

model eliminated response bias in initial responses (at baseline)

and thus represented more accurate pretest self-report scores.

The results indicate that, after providing an initial report, stu-

dents’ perceptions of the scale measurements changed sometime

during the first 6 months of the program and remained consis-

tent for the final 6 months of the intervention. Because of the

different response frame of reference between pretest and retro

pretest scores, we see that the data collected at the beginning of

a program are less predictive of the posttest data than the inde-

pendent information reflected in the Response Adjustment latent

variable (i.e., Response Adjustment is estimated as orthogonal

to the pretest construct).

Empirical Example 2

In the second empirical example, we were interested to extend our

investigation to study the sensitivity of retrospective pretest scores

to detect differences in a longitudinal program evaluation. In this

additional example, the evaluation relied on a RPP design, similar

to that for Empirical Example 1, but without a pretest survey.

Description of the data. Our second example is based on recent data

collected through a national evaluation of Science, Technology, Engi-

neering, and Math (STEM) attitudes among youth participating in

after-school STEM programming. In the Afterschool & STEM

System-Building Evaluation (see Allen et al., in press), a total of

1,599 students (Grades 4–12) enrolled in an STEM-focused after-

school program in 1 of 11 participating states and completed a

retrospective pre–post survey on perceived change in STEM-related

attitudes. In this sample, 733 (46%) were female students and 866

(54%) were male. These students were mostly from fourth to eighth

grades. The data for current use contains two sets of responses—retro-

spective pretest and posttest, both collected at the end of the program.

Materials. The Afterschool & STEM System-Building Evaluation

(see Allen et al., in press) student survey was created using Qual-

trics (Qualtrics.com) and administered electronically using tablet

devices. Students participating in a STEM-focused after-school

program (supported by 1 of 11 participating state after-school net-

works) completed The PEAR Institute’s Common Instrument Suite

(CIS). The CIS is a self-report survey comprised of a battery of

items that measure STEM-related attitudes (i.e., STEM engage-

ment, STEM career knowledge) and 21st-century skills (i.e., quality

of relationships with peers and adults, critical thinking, and perse-

verance). A visual analog scale was utilized as the response scale

format, scored from 0 (strongly disagree) to 99 (strongly agree),

with 49 (neutral) representing the midpoint.

Response

Adjustment

Pretest Posttest

est

1.0*

1.0* est

Retro-

spective

Pretest

0* est

est

est

Figure 2. The analysis model.

Figure 1. An illustration of the five sets of responses over three time points. Note: PreT1 denoted the pretest at Time 1; RetroT2 and PostT2

denoted the retrospective pretest and posttest at Time 2; similarly, RetroT3 and PostT3 denoted the retrospective pretest and posttest at Time 3.
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Analytic model. Latent variable analyses were conducted on the

sample of STEM after-school programs receiving resources and

training support from 11 state after-school networks (Florida, Indi-

ana, Iowa, Kansas, Massachusetts, Maryland, Michigan, Nebraska,

Oregon, Pennsylvania, and South Carolina). Programs varied in

terms of their duration ranging from less than 1 week to greater

than 8 weeks in length.

We first examined whether fourth and fifth graders were able to

respond retrospectively in a manner similar to older students. Prior

literature has asserted that the RPP may not be valid to use with

younger students, yet no empirical evidence has supported this

statement. Next, we examined the variability across states and pro-

gram duration to examine the sensitivity of the RPP self-report

design to detect the expected differences in state programming and

program duration. Measurement invariance across time and states

was conducted prior the analyses of the structural regression paths

of the posttest on the retrospective pretest. The effects coding scal-

ing method was used. After strong invariance was established,

phantom constructs were added into the strong invariance model

to evaluate the standardized relationships between the retrospective

pretest and the posttest across states.

Cohen’s d was used for latent mean comparisons. Following

Hattie (2009; see also Valentine & Cooper, 2003), we considered a

Cohen’s d value of .2 or greater to represent a positive and important

program effect, whereas d values between .1 and .2 indicate that an

intervention shows “promise.”

The effect of program duration on STEM engagement posttest

scores was analyzed by evaluating the strength of the linear asso-

ciation. Linear associations with sizable magnitudes would indicate

the great amount of time a student spent in an after-school program

positively influenced their self-reported STEM engagement posttest

score. Pearson’s r was used for comparisons.

Example 2 results. Strong measurement invariance was established

across retrospective pretest and posttest scores and multiple groups

(see Appendix B for measurement invariance results) for all

reported results.

We turn first to the results from the grade-level comparison

across time are presented in Table 3. Latent mean differences and

Cohen’s d for students across the six grade levels were similar in

magnitude. More importantly, the estimated parameters for stu-

dents in Grades 4 and 5 demonstrated similar mean differences and

longitudinal associations between retrospective pretest and posttest

scores as older students, supporting the idea that youth as young as

Grade 4 can reliably use the design.

Confirmatory factor analysis on the RPP scores detected varying

differences between states and program duration on STEM engage-

ment. Pronounced mean differences related to STEM engagement

highlight the sensitivity of the design to variations in after-school

program quality across the 11 states. Latent mean-level compari-

sons revealed numerous and variable differences among all states

on STEM engagement posttest scores. For brevity, we focus on the

results of two states “State 1” and “State 2” (see Table 4 for selected

results).

The latent mean difference from the retrospective pretest to

posttest for State 1 (n ¼ 122) was 5.04. The effect size was

d ¼.26, and this demonstrated a modest program effect. The latent

correlation between the retrospective pretest and the posttest on

Response

Adjustment

tsettsoPtseterP

.91

(a)
1.0*

1.0* .68

Retro-

spective

Pretest

0* .49

.28

.28

(b)
Response

Adjustment

tsettsoPtseterP

.89

1.0*

1.0* .78

Retro-

spective

Pretest

0* .40

.23

.23

Figure 3. The results of analysis models for self-regulated learning scale at (a) 6- and (b) 12-month retrospective pretest periods. Note: All regression paths

significant at p < .001. Confidence intervals are as follows: Phantom Pretest–Retrospective Pretest (6 month) [3.20, 4.26], (12 Month) [2.33, 3.15]. Response

Adjustment–Retrospective Pretest (6 month) [11.42, 15.18], (12 month) [10.94, 14.78]. Phatom Pretest–Posttest (6 month) [2.82, 3.88], (12 month) [2.54,

3.68]. Response Adjustment–Posttest (6 month) [5.2, 7.16], (12 month) [4.07, 5.63].

Table 3. After-school programming results across Grade levels 4–12.

Grade level (n) Retro �X (SD) Post �X (SD) Latent D �X 95% CI d b R2

4 (364) 60.01 (19.47) 69.44 (18.46) 9.43 [6.67, 12.18] .50 .73 .53

5 (353) 60.65 (20.33) 71.18 (19.94) 10.53 [7.56, 13.50] .52 .64 .41

6 (411) 59.91 (20.73) 69.44 (20.08) 9.53 [6.74, 12.32] .46 .75 .56

7 (271) 59.56 (19.17) 69.47 (18.18) 9.91 [6.76, 13.06] .53 .69 .48

8 (115) 60.08 (19.36) 68.93 (19.69) 8.85 [3.80, 13.90] .45 .85 .72

9–12 (85) 62.25 (18.49) 73.78 (18.18) 11.53 [6.02, 17.04] .63 .63 .40

Note. Scores were measured on a scale from 0 (strongly disagree) to 99 (strongly agree), with 49 (neutral) representing the midpoint.
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STEM engagement was .75 for State 1. The latent mean difference

for State 2 (n ¼ 179) between the retrospective pretest and posttest

was 11.60. The effect size was d¼ .65 and reflected a large positive

visible program effect. On STEM engagement, the latent correlation

between the retrospective pretest and posttest was .66 for State 2.

Although State 2 had a larger latent mean difference score com-

pared to State 1, the regression coefficient (b) on the posttest on the

retrospective pretest for State 1 was greater in magnitude versus

State 2. Furthermore, the R2 for State 1 was greater in magnitude

compared to the R2 for State 2.

The programs also varied in terms of their duration. Across all

states, we found that the retrospective evaluations had a nonsignifi-

cant association with program duration but the posttest scores had

moderate positive correlations with program duration, with most cor-

relations above .26 (.39 was the highest, but 3 of the 11 states had a

correlation below .21). Across all states, the correlation with duration

was .26. The variability across states in the strength of the correlation

was also associated with overall program quality, indicating differen-

tial sensitivity of the RPP design to program characteristics.

Interpretation and discussion. The goal of this example was to

demonstrate the sensitivity of the RPP to expected differences

in program characteristics and to show that children as young as

fourth grade could respond retrospectively in a manner that was

consistent with older children. We found considerable variability

between states in the degree to which STEM engagement scores

changed. These state-level differences can be interpreted as differ-

ential implementation sensitivity. Similarly, the association with

duration of the programs within each state all showed duration

effects that also varied by state. Lastly, we also showed that children

as young at fourth grade are able to retrospectively report on these

effects in a manner that was not significantly different from the older

youth.

General Discussion

The goals of this article are to (a) review the numerous problems of

using a TPP design, (b) reintroduce the logic of the RPP as a viable

alternative to the TPP, and (c) provide evidence of the empirical

behavior of the RPP to age differences and differences in various

program characteristics. Our review of the problems associated

with the TPP design (e.g., response shift bias, weak effect sizes)

and the merits of the RPP design (e.g., sensitivity to change), as

well as the analyses reported above highlight the utility and the

distinct advantages of the RPP design over a TPP design.

Our first example revealed that traditional pretest data collected

at the start of program were less predictive and less sensitive to

change than data from the retrospective pretest. In addition, our

second example showed that without collecting students’ pretest

scores, the retrospective pretest data were still sensitive to the

effects of both after-school program quality between states and

program duration within states. Additionally, individuals as young

as Grade 4 (approximately 9 years old) exhibited the ability to

retrospect about their initial status before entering a program. The

similar mean differences and strength of longitudinal associations

provide evidence to refute the assertions that RPP designs are not

appropriate in studies with preadolescent children.

As mentioned, the retrospective pretest data were sensitive to

differences in program duration and program quality. This sensi-

tivity to expected differences provides strong validity evidence to

support using the design as a retrospective pretest. The RPP design

provides an economical and efficient means to collect quality eva-

luation data when it may not be feasible to collect data at multiple

occasions. Moreover, the time commitment of the respondent is

reduced since each item is only asked once but rated twice. In our

view, the RPP design might be a preferred approach to collecting

program evaluation data, particularly for many noncognitive con-

structs from beliefs, preferences, and conceptions to attitudes,

skills, and values.

Although our study generated several important findings, some

limitations exist and need future attention. The most important of

these is that data from both examples were initially collected for the

purpose of program evaluation, which did not have an experimental

focus. In addition, participants were in academic and after-school

program settings with STEM focuses. As such, the results general-

ized from this evaluation using RPP design might be different in

other settings. Second, our participants were children in the fourth

grade or above, generalizing to younger populations may not be

appropriate. Third, in the methodology of Example 2, a calendar was

provided to students in the instruction block. The calendar was

designed to help anchor students to a predetermined retrospective

point in time. A control group that did not see a calendar was not

included; therefore, future studies should evaluate the use of includ-

ing novel retrospective anchors. Finally, even though the response

shift bias can be measured by the research design, the results hinge on

the accuracy of self-reported data from the surveyed participants.

Based on the above, this study calls for future research that not

only targets broader contexts but also extends to experimental

designs. Several directions may be considered. One of these is to

include participants at lower ages to evaluate the age-related gen-

eralizability of the RPP design. Although we emphasized the sen-

sitivity of the RRP to known differences in program characteristics,

we still do not have a full picture of the accuracy of the ratings. That

is, relative change is well captured by the design but we do not know

how well absolute change is captured. Clearly, designing a study that

can use some form of gold-standard for accuracy such as behavioral

performance data, rigorous observations, or interviews would estab-

lish the degree of absolute change that the design brings. Other

directions for further validating the RPP design include refining

techniques to aid recall and examining the impact of social desir-

ability, recall/memory biases, and related phenomena.

Conclusion

Measuring change is extremely important for field development

and securing funding. The most widely used evaluation design, the

TPP, often does not detect true change or has weak effect sizes if

found to be significant, even when other methods such as beha-

vioral tests, observations, focus groups, and interviews suggest oth-

erwise. The voice of the individual, through self-report feedback, is

Table 4. After-school programming results for State 1 and State 2.

State

program Retro �X (SD) Post �X (SD)

Latent

D �X 95% CI d b R2

State 1 65.78 (16.90) 70.57 (19.20) 5.04 [.53, 9.59] .26 .75 .57

State 2 61.81 (19.00) 73.41 (15.72) 11.60 [8.0, 15.2] .65 .66 .43

Note: State 1: n ¼ 122, State 2: n¼ 179. Scores were measured on a scale from 0
(strongly disagree) to 99 (strongly agree), with 49 (neutral) representing the
midpoint.
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essential, but so is the need to accurately capture change in response

to a given intervention or treatment. Especially in the field of youth

development, we need the self-evaluation of the young people

regarding their perceptions of change. Based on the extensive lit-

erature review provided, as well as the evidence presented from two

original evaluation data sets, we have shown that the RPP method is

both psychometrically and practically a strong alternative to the

TPP. We strongly advocate for a paradigm shift from the TPP to

the RPP for the assessment of noncognitive constructs (from

beliefs, preferences, and conceptions to attitudes, skills, and val-

ues). In our view, the RPP design is ideally suited to reduce bias and

to capture true change effects. The design has great promise to

provide researchers with an effective design to identify program

effects that can inform practice and shape policy.
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Appendix A

Appendix B

Table A1. Factorial invariance for the analytical model of 6 months in

Example 1.

Model w2 df p RMSEA TLI CFI DCFI Held?

Configural 723.660 18 <.001 .071 .953 .976 —

Weak 838.971 22 <.001 .069 .954 .972 .004 Yes

Strong 1,048.219 26 <.001 .071 .952 .966 .006 Yes

Table A2. Factorial invariance for the analytical model of 12 months in

Example 1.

Model w2 df p RMSEA TLI CFI DCFI Held?

Configural 1,066.821 18 <.001 .079 .934 .967 —

Weak 1,039.711 22 <.001 .074 .943 .965 .002 Yes

Strong 1,361.407 26 <.001 .075 .937 .957 .008 Yes

Note. Both configural models across the time demonstrated good fit to the data,
with both CFI and TLI above .90, RMSEA below .08. As the configural factorial
invariance models were satisfied, the weak and strong invariance (i.e., the corre-
sponding item loadings and intercepts were constrained equivalent) were con-
tinually assessed in a sequence. Following the Cheung and Rensvold (2002)
criteria for factorial invariance, if the change between each level of constraint
model is less than .01, then invariance holds. The fact that the weak and strong
invariant models held indicated that students’ interpretations of the items are
equivalent and perform on the same metric over the time.

Table B1. Measurement invariance across time and grades in Example 2.

Model w2 df p RMSEA TLI CFI DCFI Held?

Configural 66.795 30 <.001 .068 .991 .997 — —

Weak 168.384 52 <.001 .092 .984 .991 .006 Yes

Strong 268.525 74 <.001 .099 .981 .985 .006 Yes

Table B2. Measurement invariance across time and states in Example 2.

Model w2 df p RMSEA TLI CFI DCFI Held?

Configural 106.936 55 <.001 .081 .988 .996 — —

Weak 254.618 97 <.001 .106 .979 .988 .008 Yes

Strong 355.097 139 <.001 .103 .980 .983 .005 Yes

Little et al. 9



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 266
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 175
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50286
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 266
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 175
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50286
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 900
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 175
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50286
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU <FEFF005500730065002000740068006500730065002000530061006700650020007300740061006e0064006100720064002000730065007400740069006e0067007300200066006f00720020006300720065006100740069006e006700200077006500620020005000440046002000660069006c00650073002e002000540068006500730065002000730065007400740069006e0067007300200063006f006e006600690067007500720065006400200066006f00720020004100630072006f006200610074002000760037002e0030002e00200043007200650061007400650064002000620079002000540072006f00790020004f00740073002000610074002000530061006700650020005500530020006f006e002000310031002f00310030002f0032003000300036002e000d000d003200300030005000500049002f003600300030005000500049002f004a0050004500470020004d0065006400690075006d002f00430043004900540054002000470072006f0075007000200034>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 9
      /MarksWeight 0.125000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
  /SyntheticBoldness 1.000000
>> setdistillerparams
<<
  /HWResolution [288 288]
  /PageSize [612.000 792.000]
>> setpagedevice


